
10. Operations and Availability

Authors: E.Elsen, T.Himel, N.Terunuma

Last revised: November 20, 2005

Introduction

The purpose of the operations and availability group is to look globally at the ILC and make sure it is designed so it is producing luminosity a large fraction of the time and there are enough diagnostics and controls that it can be commissioned, operated and tuned efficiently.  The most work so far has been done on availability.  The work which has been done on the machine protection system (MPS) is described in the controls section of this document.

The main result of the work done for this section is to set extra requirements for various parts of the accelerator.  It is important to make sure that these requirements are met by the systems described in the other sections of this document.

Availability considerations provide much of the impetus to have 2 tunnels so that the support equipment can be repaired without the need for entering the accelerator tunnel.  They also show the need for a positron keep-alive source.

Summary of Key Decisions for the Baseline Design

· The linac will have two parallel tunnels so that the support equipment may be accessed without entering the accelerator enclosure

· There will be a keep-alive positron source that can provide positrons when the electron DR or linac is down.

· Each region of the ILC will have sufficient beam stoppers and shielding so people can be in that region while beam is in another region.  The PPS system will be designed to allow this.  By region we mean injector, DR (except for the dog-bone version which is in the linac region), compressor, main linac, and BDS.

· A large effort will be needed to make individual components reliable and/or redundant.  More details are given below.

Availability

Methodology

The ILC will be the most complex accelerator ever built.  If careful attention isn’t paid to making the individual components extremely reliable and designing in redundant systems, it will be down all the time.

To quantify the problem a simulation was written which has the following features.

· It has a count of the number of each type of component in each part of the accelerator.  Examples of components are water cooled magnets, superconducting magnets, power supplies, power supply controllers, vacuum pumps, vacuum pump power supplies, BPMs, klystrons, modulators and pulse transformers.

· Each component has a Mean Time Between Failure (MTBF) and Mean Time To Repair (MTTR).  The starting values for these are taken from experience at existing accelerators where that was available.

· When a component breaks, the performance of the accelerator is degraded in a component specific manner.  Examples:

· A failed klystron in the linac degrades the energy headroom.  Only if that headroom goes to zero is the accelerator considered to be down.

· A failed quadrupole in the main linac is assumed to degrade the luminosity by 1% after 2 hours at zero luminosity is spent tuning around it.

· A failed quadrupole in the DR is assumed to completely break the ILC.

· Each component has one of 3 repair methods

· Hot repairable: It can be repaired without taking the accelerator down further.  The canonical example of this is a klystron or modulator in the main linac.

· No access needed:   The accelerator has to be down for the repair to be done, but no access is needed to the accelerator tunnel.  An example of this the replacement of a failed AC breaker in the equipment tunnel or a support building.

· Access required:  In this case one must go into the accelerator tunnel.  A 1 hour cool-down and 1 hour startup period are added to the MTTR to get the total repair time for these components.

· Hot repairable items get repairs started immediately after they break.  The others only get repaired when the accelerator is down.  When this happens, many items may get repaired in parallel.

· The time to recover well tuned beams in a section of the accelerator is proportional to the time that section has been without beam.

· There are many more features.  More details can be found in Chapter 4 of the US Technology Options Study at www.slac.stanford.edu/xorg/accelops/ and in a talk given at Snowmass 2005 at http://alcpg2005.colorado.edu:8080/alcpg2005/program/accelerator/GG3/tom_himel20050812014007.ppt. 

Given a set of inputs, the simulation computes the total downtime and how much of that time was due to each component.  Repeated runs of the simulation were used to simulate different possible configurations of the ILC (e.g. 1 and 2 tunnels) and to adjust the MTBFs to achieve a desired uptime of the accelerator.  Typically, the components which contributed the most to the downtime were adjusted to have better MTBFs as very little would be gained by improving components that did not contribute significantly to the downtime.

The goal set was to have the calculated downtime be only 15%.  It is assumed that due to things that were left out of the simulation, or hardware design errors that there will be an extra 10% downtime for a total of 25%.

Specifications needed to achieve adequate availability

This section describes how the required calculated availability of 85% was achieved.  As the design progresses, these may change, but this is a reasonable starting point.

· There is a 3% energy overhead in each main linac that can be switched on without delay.  

· The roughly 5 GeV accelerators have a 5% energy overhead and the smaller linacs (e.g. the e+ acceleration to 250 MeV and crab cavities) have a 5% overhead plus an extra cavity.

· There are hot spare klystrons/modulators with waveguide switches in all low energy linac regions (5 GeV booster, bunch compressor, crab cavities…).  This allows a bad klystron or modulator to be immediately compensated for by switching in the hot spare.  Note that one hot spare for each low energy linac will suffice.  These are needed because the fractional energy change due to a klystron failure is very high in these regions so it is impractical to replace the energy lost due to a failed klystron with energy gain at a different longitudinal location.  Without the hot spare switchable klystrons, the availability dropped 1.3%.

· When klystrons are not in the accelerator tunnel, they can be hot swapped.  This will require some type of valve in the output waveguide.

· Most electronics modules not in the accelerator tunnel can be hot swapped.  This means that if the module is in a crate it is not necessary to power down the crate to swap the module.

· There are tune up dumps and shielding between each region of accelerator so that one region can be run while people are in another region.  By region we mean injector, DR (except for the dog-bone version which is in the linac region), compressor, main linac, and BDS.

· Problems with the overall site power will cause 0.5% downtime.  Note that present day experience is that a quarter second power dip can bring an accelerator down for 8 to 24 hours.  If this is the case for the ILC, then it is the 8-24 hours that counts towards the 0.5%, not the quarter second.  Hence this is really a very stringent requirement on the reliability of the incoming power and onsite power distribution system.  More engineering will be needed to see if this requirement is best met by keeping the rate of power dips very low or making all the equipment capable of running through short power dips.  Of course, long power outages are even more deadly and need to be avoided.  To set the scale, an IEEE survey summary at http://ieeexplore.ieee.org/iel4/6112/16344/00757619.pdf?tp=&arnumber=757619&isnumber=16344 says that with a single primary feed there is an average of 2.0 power dips per year while with dual feeds there are 0.16 such dips.  If each dip causes 12 hours of downtime, these correspond to 0.27% (single feed) and 0.02% (dual feed).  Even though the same surveys indicate that the single feed power systems are up 99.97% of the time, they may not be good enough for the ILC because they only include as downtime, that time for which there is no power, not the considerable recovery time required by the various ILC subsystems.
  

· The total downtime due to any cryo plant being down is 1%.  If there are 6 cryo plants then each must be up 99.85% including outages due to their incoming utilities (electricity, house-air, cooling water, ventilation).  (Hence all plants are up exactly 99% of the time.)  This is 3-6 times better than the Fermilab and LEP cryo plants. Downtime accounted to the cryo system is all the time for which there cannot be full power beam due to the outage.  If things warm up and have to be cooled back down, that counts as downtime to the cryo plants.  Present accelerator experience is that around half of the cryo plant downtime is due to the incoming utilities.  Hence achieving this goal will require both more reliable utilities and more reliable cryo plants.  Note that if there were a way to have N+1/N redundancy of the cryo plants then attaining an acceptable availability would be pretty easy.

· Due to an oversight, no downtime has been budgeted for ventilation or global water cooling systems such as cooling towers.  (Local water pumps are included under the heading of water systems.)  In the RDR we will have to allot some downtime to these systems and make something else a bit more reliable.

· The starting MTBF used for magnet power supplies of 200,000 hours is 4 times better than SLAC/Fermilab experience.  This probably requires redundant regulators.  The final MTBF given in Table 1 below is larger still.

· The power coupler interlock electronics and sensors have MTBFs of 1 million hours due to redundancy.  That is the individual channels may have worse MTBFs, but there is enough redundancy built in that the effective MTBF is at least 1 million.

· Cavity tuner motors are a potential reliability concern.  Its seriousness is unclear at this time.  In the simulation they have a starting MTBF of 1 million hours, 2 times better than SLAC warm experience and much better than TTF cold experience.  Even with this longer than realistic lifetime, 130 would break each year reducing the maximum CM energy by about 4 GeV.  Repairs to regain this energy would require warming essentially the whole linac.  The simulation assumes the motors must be used periodically to keep the cavities tuned to the correct frequency.  This is the case at JLAB, but not TTF.  Their frequency of use depends on Qext and the amount the helium pressure varies.  If the ILC design results in the frequency being stable enough so tuning is unnecessary except immediately after cool down, there may be no problem.  Otherwise, there will be and an improved tuner motor design may be necessary.  Note that even with complete stability, the tuners must be used when the klystron is turned on or off.   

· There is a spare e+ target beam-line with 8 hour switch-over.

· Failed superconducting linac quads can be tuned around in 2 hours.  Careful attention should be paid to this particularly in the low energy parts of the linacs as the repair time for a SC quad is too long to be tolerated during the run.

· Most failed correctors can be tuned around in 0.5 hours

· There will be no vacuum leaks that force a cryomodule to be warmed up for a repair before the run can continue.  Vacuum leaks that can be ameliorated with the installation of a turbo-pump are allowed.

· Interlock systems are a particular concern.  Even if they don’t actually break, giving many false trips can effectively inhibit stable operation.  It is thus essential that all interlocks based on an analog value (e.g. water flow, temperature, ground fault current) must have that value read by the control system so that impending trips can be seen and prevented. The same number which is read should be digitally compared to a remotely settable limit to cause the actual trip.  The cause of all trips must be recorded by the control system.

Table 1 gives the required MTBFs of the components which cause the most downtime.  MTBFs are given for 3 cases to allow comparison of 1 vs. 2 tunnels (which will be described in a later section).  The 2 tunnel case is shown in column 2.  Note that many MTBFs need to be improved by a large factor over the present values.  For example water cooled magnets need to improve by a factor of 20 to 20,000,000 hours = 2,200 years.  This is not as impossible as it seems.  The MTBF accounts for failures that occur during the run.  Preventive maintenance (such as flushing water passages) or even periodic replacement is allowed.  Also, one set of magnets in HERA nearly achieved this MTBF.  Small improvements in MTBFs can probably be accomplished with minor design improvements at little cost.  Larger improvements (> 3) are likely to require careful redundant design and prototyping.  Very large improvements (>10) probably carry significant technical risk and will need to be tested in large enough quantities to check the actual MTBF.  Note that while we chose to improve the MTBFs in the simulation, applying some of the improvement to the MTTRs instead should result in similar improvements to the availability.

Note that Table 1 only shows the MTBFs for those components that the simulation showed contributed significantly to the downtime.  It is important that all components be reliable.  The ILC cannot afford to be cheap on items not listed or on seemingly simple areas like transport lines.  Careful attention to availability will be essential everywhere. 
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The pie chart in Figure 1 summarizes how much of the downtime comes from the various regions of the ILC.  The chart in Figure 2 shows which systems are causing the downtime.

Table 1.  This table shows the MTBFs that were used to obtain the desired 15% downtime for 3 different cases.  Note that the desired MTBF is the product of the nominal MTBF and the improvement factor.  The third column shows the percentage downtime caused by the devices for the situation given in the second column.  These can be used to estimate the effect of not meeting one of the MTBF goals. 
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Figure 1.  This shows how the total downtime of 17% is distributed among the various regions of the ILC.  The simulation had 2 tunnels with an undulator e+ source with a strong keep-alive source and the “A” MTBF improvement factors shown in column 2 of Table 1.
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Figure 2.  This shows how the total downtime is distributed among the various systems of the ILC.  The simulation had 2 tunnels with an undulator e+ source with a strong keep-alive source and the “A” MTBF improvement factors shown in column 2 of Table 1.  Note that the global system (site power, cryo plants, site-wide controls) are not shown in this chart.

Need for positron keep-alive source

A priori an undulator source for positrons will have a lower availability than a conventional positron source.  The reason is that the electron arm has to be up and fully tuned before positrons can be produced.  Commissioning and machine development in the positron arm are thus affected.  Simulations have been run to compare a conventional source and an undulator source.  For a two tunnel configuration these yield availabilities of 80% and 69% respectively.  This loss in availability for the undulator arises both from the strictly sequential retuning of the two accelerators after a downtime and the lack of machine development options for the positron arm while the electrons are not available.

This loss in operational efficiency can be largely mitigated by introducing a standby keep-alive positron source based on conventional technology.  If such a source can be activated within two hours, the positron damping ring and linac can be tuned and machine development for positrons can be envisaged.  The availability of 78% for such a system almost reaches the availability of the conventional source.

The intensity of this keep-alive source must be sufficiently good so that BPMs can be used for all their normal purposes including beam based alignment and steering.  If the intensity is low enough that BPM gains, offsets, or resolutions change significantly from their values at full beam intensity then there is very little improvement in the availability.  The dynamic range of the BPMs can be optimized to some extent and the practical limits are not well understood at this time.  A full intensity source with every second bunch filled could clearly fulfill the task and would be suitable to study essentially all intensity induced effects in the accelerator (e-clouds in DR etc.).  A 20% intensity source will also serve the keep-alive function in many respects.  A single bunch, 1% intensity at 5Hz repetition is likely too low to fulfill the requirement.  The detailed requirements for such a keep-alive source still need to be developed.  They depend almost completely on the lowest intensity at which BPMs work as well as described above.  It should be noted that the WG3a (Sources) have sketched an attractive multiple source pre-accelerator scheme that would serve the high intensity requirements.  It can be found at http://www-project.slac.stanford.edu/ilc/acceldev/eplus/Snowmass_files/Undulator_based/3_6_1_1_Keep_alive_overview.doc.  The TESLA TDR implemented a lower intensity source which incorporates common use of the positron capture and acceleration part.

Need for 2 tunnels. 

Several tunnel configurations have been discussed by the parameters group.  They range from a tunnel near the surface with a klystron gallery above it to a single deep tunnel to a pair of deep tunnels.  A second tunnel or klystron gallery enables service access to the RF, modulators, power supplies, and electronics while the linac continues to operate in the main tunnel.  With RF sources in the tunnel it is not clear which access restrictions apply for safety reasons.  Such regulations may also depend on the country hosting the facility.  

Four configurations have thus been compared in the simulation assuming an undulator positron source with high intensity keep-alive beam and the MTBFs given in column 2 of Table 1.  The results are shown in Table 2.

	Tunnel configuration
	Simulated % time integrating luminosity under normal running conditions
	Simulated % time integrating luminosity when commissioning

	a single tunnel without robotic repair
	64%
	25%

	a single tunnel with robotic repair
	73%
	Not simulated

	two tunnels where the support tunnel is always accessible
	78%
	46%

	two tunnels where the support tunnel is only accessible when the RF is turned off
	72%
	Not simulated


Table 2 The percentage of time spent integrating luminosity for various tunnel configurations.  The third column gives results simulating an early commissioning period.  To simulate that, the MTBFs are halved and the MD and tuning times are doubled.
Note the significant decrease in integrated luminosity when going from two tunnels to one.  The third column of the table shows this is still more extreme for the early commissioning period when the accelerator is not operating as well.

One doesn’t have to settle for the lower uptime caused by a single tunnel.  Instead, one can choose to improve the availability of the individual components to recover the lost uptime.  Columns 4 and 5 of Table 1 show a couple of examples of how this could be done.  For column 4, in addition to increasing some MTBFs, the energy overhead of the main linacs is increased by 3% to reduce the downtime due to insufficient energy.  For column 5, MTBFs are improved still more and the energy overhead is not increased.  For both cases, the MTBF increases are quite large.  There is a significant risk that they won’t be achieved and uptime and integrated luminosity will suffer.

In addition to the availability problems, there are several other disadvantages to using a single tunnel.

1. The electronics will be in the accelerator tunnel and hence exposed to radiation.  One must then design to avoid both problems from radiation damage and from Single Event Upsets.

2. Subtle electronics problems that need beam to diagnose will be very difficult to debug.

3. Installation, upgrading, and repairing of electronics cannot proceed when there is beam.

4. If the dog-bone DR is chosen, the pulse transformers of the linac RF system produce a magnetic field that disrupts the DR beam.

The only advantage of a single tunnel is that it is significantly cheaper.

Extra features needed for Commissioning

Phased commissioning

For the commissioning of the ILC the largest amount of time is expected to be spent in the damping rings.  The low emittance out of the damping ring is the key to observing any further distorting effects downstream.  It is thus evident that the most favorable construction scenario is one in which the damping rings are available early so that the commissioning can proceed in phases.

More generally, careful thought should be given to the construction schedule to allow as much commissioning time as possible while downstream construction proceeds.

Electron source and reversible e+ DR

Low emittance electron beams will be necessary to explore and understand the limitations of the positron damping rings.  The damping ring polarity should hence be reversible and a low emittance electron source made available for injection into the positron damping ring.  Even with this auxiliary electron source, the keep-alive positron source will be useful and should be available during the commissioning period.

Globally synchronized data acquisition for fault analysis

For commissioning (and normal running) the control system should be equipped to record globally synchronized data at the bunch level.  Such a system should be available from the start so that correlations between effects can be properly traced offline with reduced need for specific experiments.

Bypass line to skip e- DR for early e- linac commissioning

It would be nice to be able to inject directly into the main linac for commissioning before the DR is complete or when it is broken.  A transport line to bypass the damping rings will be needed to allow this.  This is not a make or break item, so it should only be done if the design allows for a reasonably short, cheap bypass line.

Automated surveying system

Alignment questions will recur during commissioning.  It will be very helpful to have an automated surveying system implemented that allows for alignment of accelerator components. 

MPS

The Machine Protection System was discussed jointly between the operations and availability global group and the diagnostics and controls global group.  Its description is in the controls section, not this one.

Operability

Not much work has been done on operability issues other than the availability simulations.

There are other aspects that do need to be considered.  

· The possible need for extra diagnostics (or better resolution) to track down where an obscure problem (vibration, wakefield, power supply ripple…) occurs

· Needed control system features.

· Existence of enough control points and diagnostics to properly tune the beam

· Specification of feedbacks and automated tuning procedures

Further work needed

· Tune MTBF requirements as engineering is done to try to minimize the cost while maximizing the uptime.

· Improve parts counts and add detail to the availability simulation as engineering is done (e.g. water pumps and AC distribution are very generic).

· Calculate tradeoffs for other groups as questions arise (e.g. 16 channel chassis for corrector supplies vs. individual supplies)

· Benchmark the simulation code with HERA.

· Design, prototype, and test some parts that need large availability improvements. 

· Develop other requirements to produce an operable accelerator.
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� The IEEE survey summary indicates that the most sensitive of the on-site subsystems is motors, or more accurately, motor controllers.  A standard addition of UPS (Uninterruptible Power System) power supplies to all motor control drives and to all process controllers would substantially improve overall power dip tolerance for the ILC.  Engineering to identify other critically sensitive subsystems is necessary.
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_1199876252.xls
availabilities

		Run Number		LC description		Simulated % time down incl forced MD		Simulated % time fully up integrating lum or sched MD		Simulated % time integrating lum		Simulated % time scheduled MD		Simulated % time actual opportunistic MD		Simulated % time useless down		Simulated number of accesses per month

		ILC1		2 tunnels with min in accel tunnel; conventional e+; Nominal MTBFs		30.1		69.9		67.5		2.4		4.6		25.5		7.7

						E+ source studies

		ILC2		ILC1 but table A MTBF's		14.9		85.1		80.0		5.1		1.9		13.0		2.9

		ILC3		ILC2 but with undulator e+ and no keep alive e+ source		20.5		79.5		68.6		10.9		1.6		18.9		3.3

		ILC4		ILC2 but with undulator e+ and keep alive e+ source 1		16.5		83.5		78.0		5.5		1.7		14.8		3.4

		ILC5		ILC2 but with undulator e+ and keep alive e+ source 2		17.0		83.0		78.3		4.8		2.8		14.2		3.4

		ILC6		ILC2 but with undulator e+ and keep alive e+ source 3		16.8		83.2		78.5		4.8		2.6		14.2		3.4

		ILC7		ILC2 but with undulator e+ and keep alive e+ source 4		20.4		79.6		69.1		10.5		1.6		18.8		3.3

						Tunnel configuration study

		ILC8		everything in 1 tunnel; no robots ; undulator e+ w/ keep alive 2; Tuned MTBFs in table A		30.5		69.5		64.2		5.3		2.2		28.3		18.1

		ILC9		1 tunnel w/ mods in support buildings; no robots; undulator e+ w/ keep alive 2; Tuned MTBFs in table A		26.5		73.5		68.1		5.5		2.0		24.4		11.1

		ILC10		everything in 1 tunnel; with robotic repair ; undulator e+ w/ keep alive 2; Tuned MTBFs in table A		22.0		78.0		73.0		5.1		2.4		19.5		5.9

		ILC11		2 tunnels w/ min in accel tunnel; support tunnel only accessible with RF off; undulator e+ w/ keep alive 2		22.9		77.1		72.3		4.8		2.7		20.2		3.7

		ILC12		2 tunnels with min in accel tunnel; undulator e+ w/ keep alive 2; Tuned MTBFs in table A		17.0		83.0		78.3		4.8		2.8		14.2		3.4

		ILC13		2 tunnels w/ some stuff in accel tunnel; undulator e+ w/ keep alive 2; Tuned MTBFs in table A		21.3		78.7		73.8		4.8		2.7		18.7		9.7

		ILC14		2 tunnels w/ some stuff in accel tunnel w/ robotic repair; undulator e+ w/ keep alive 2; Tuned MTBFs in table A		17.0		83.0		78.2		4.8		2.8		14.3		3.5

		ILC15		ILC9 but table B MTBFs and 6% linac energy overhead		14.7		85.3		79.4		6.0		1.5		13.1		5.6

		ILC16		ILC15 but table C MTBFs and 3% linac energy overhead		15.2		84.8		79.2		5.6		1.9		13.3		6.5

						Sensitivity Studies

		ILC5		ILC2 but with undulator e+ and keep alive e+ source 2		17.0		83.0		78.3		4.8		2.8		14.2		3.4

		ILC17		ILC5 but no hot spare klystron/modulator where there are single points of failure		18.8		81.2		77.0		4.2		3.3		15.5		3.3

		ILC18		ILC5 but 'commissioning' (0.5xMTBF, 2xMD, 2xTuneTime)		44.9		55.1		45.5		9.6		4.9		40.0		4.2

		ILC19		ILC3 but 'commissioning' (0.5xMTBF, 2xMD, 2xTuneTime)		52.8		47.2		25.4		21.8		2.7		50.1		3.5

		ILC20		ILC5 but MTTRs twice as fast		12.9		87.1		81.8		5.3		2.2		10.7		3.4

		ILC21		ILC5 but recovery time halved		12.6		87.4		82.5		4.9		2.6		10.0		3.6

		ILC22		ILC5 but 3 hour cooldown instead of 1		18.2		81.8		77.1		4.7		2.8		15.4		3.3

		ILC23		ILC5 but with DR in separate tunnel		16.9		83.1		79.0		4.1		3.4		13.5		3.4





MTBFs

		Device		Improvement factor A that gives 17% downtime for 2 tunnel undulator e+ source		Downtime (%) due to these devices for 2 tunnel undulator e+ source with strong keep_alive		Improvement factor B for 1 tunnel undulator e+ source, 6% energy overhead		Improvement factor C for 1 tunnel undulator e+ source, 3% energy overhead		Nominal MTBF (hours)

		magnets - water cooled		20		0.4		20		20		1,000,000

		power supply controllers		10		0.6		50		50		100,000

		flow switches		10		0.5		10		10		250,000

		water instrumention near pump		10		0.2		10		30		30,000

		power supplies		5		0.2		5		5		200,000

		kicker pulser		5		0.3		5		5		100,000

		coupler interlock sensors		5		0.2		5		5		1,000,000

		collimators and beam stoppers		5		0.3		5		5		100,000

		all electronics modules		3		1.0		10		10		100,000

		AC breakers < 500 kW				0.8		10		10		360,000

		vacuum valve controllers				1.1		5		5		190,000

		regional MPS system				1.1		5		5		5,000

		power supply - corrector				0.9		3		3		400,000

		vacuum valves				0.8		3		3		1,000,000

		water pumps				0.4		3		3		120,000

		modulator				0.4				3		50,000

		klystron - linac				0.8				5		40,000

		coupler interlock electronics				0.4				5		1,000,000

		vacuum pumps				0.9						10,000,000

		controls backbone				0.8						300,000

		additional linac energy overhead						3%				3%






